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Figure 3: Left: αox residuals as a function of redshift (top panel) and luminosity density at
2500Å (bottom panel). The overlaid error bars denote the mean and the 3σ standard deviation
of the mean of the residuals. Limits are denoted with arrows. The systematic residuals in the
lower plot indicate that αox cannot be dependent on redshift alone (adopted from Steffen et al.
2006); Right: X-ray photon index (Γ) vs. redshift z. Blue circles represent radio quiet, non-BAL
(Broad Absorption Line) quasars, green stars represent radio loud quasars, and red triangles
represent BAL quasars. The bottom plot shows the weighted mean Γ values for bins of width
∆z = 1. No clear sign of evolution in the average X-ray spectral slope of AGN is detected over
more than 90% of the age of the universe (from Young et al. 2009).

the “X-ray loudness”, usually characterized by the αox parameter, i.e. the slope of the spectrum
between 2500 Å= 5 eV and 2 keV: αox = 0.3838 log(F2keV/F2500) can be used to characterize
the fraction of bolometric light carried away by high-energy X-ray photons. Recent studies of
large samples of both X-ray and optical selected AGN have clearly demonstrated that αox is
itself a function of UV luminosity (see e.g. Steffen et al. 2006; Young et al. 2009). However, no
redshift evolution can be discerned in the data, as shown in the left panel of Figure 3.

Moreover, large collecting-area X-ray telescopes allow a more precise determination of the X-
ray spectra of AGN, which are usually characterized by a power-law, upon which emission lines
and absorption features are superimposed. Up to the highest redshift where reliable spectral
analysis of AGN can be performed, no clear sign of evolution in the X-ray spectral slope Γ has
been detected (see the right panel of Figure 3).

Similarly, while the narrow iron Kα emission line, the most prominent feature in AGN X-ray
spectra, is clearly dependent on luminosity (the so-called Iwasawa-Taniguchi effect Iwasawa & Taniguchi
1993), it shows no sign of evolution in its equivalent width with redshift, at least up to z ! 1.2
(Figure 4; Chaudhary et al. 2010, and references therein).

Even more surprising is the lack of evolution in the optical emission line properties of QSOs.
The metallicities implied by the relative strength of broad emission lines do not show any
significant redshift evolution: They are solar or super-solar, even in the highest redshift QSOs
known (see e.g. Hamann & Ferland 1992), in contrast with the strong evolution of the metallicity
in star forming galaxies.
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DO AGN INTRINSIC PROPERTIES EVOLVE?
Spectral properties are remarkably uniform



DO AGN INTRINSIC PROPERTIES EVOLVE?
Spectral properties are remarkably uniform

What about timing?

Tr'Ehnl & Brandt (2017)



X-RAY VARIABILITY: POWER SPECTRAL DENSITY

✦ PSD is modelled with a 
“bending” or “broken” 
power-law

✦ The Break Frequency 
represents a characteristic 
Break Timescale Tb=1/𝝂b

✦ The low and high freq. 
slopes are commonly 
assumed to be ⍺≃2 and 𝝱≃1b𝝂b=



✦ Dynamic Timescale: timescale to achieve the hydrodinamic 
equilibrium in the disk

✦ Thermal Timescale: ratio of internal energy to the cooling or 
heating rate. The parameter α describe the disk viscosity.

✦ Viscous Timescale: characteristic timescale of a mass flow.

✦ If R/Hd <<1           Tdyn < Tth< Tvis
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VARIABILITY SCALING WITH BH MASS AND ACC.RATE 
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(courtesy of P. Uttley) McHardy et al. 2006
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Figure 1. Example of CDF-S lightcurves in the 0.5-8 keV band, for sources with different total counts and temporal behaviour; given the sparse cadence of
CDF-S observations, each panel groups nearby observations separated by large temporal gaps; specifically the first 3 panels represent the 1st Ms data presented
by Giacconi et al. (2002) and used in Paolillo et al. (2004), the 4th, 5th and 6th panels cover the additional 1, 2 and 3 Ms presented respectively by Luo et al.
(2008a); Xue et al. (2011); Luo et al. (2016). The average count rate is marked by a dotted line; a solid line shows the zero count rate level. The source number
from the Luo et al. (2016) catalog and the total source counts are shown in the upper left corner of each row. The squares, in source 367, mark observations
where part of the source background falls outside the FOV. The dark, medium and light grey bars in the top row highlight the temporal segments used to
compute variability on short, intermediate and long timescales, as discussed in §5.1.

MNRAS 000, 1–15 (2017)

How to test universality? 7Ms CDFS lightcurves…
(Paolillo et al. 2017, Zheng et all. 2017, Ding et al. 2018, Li-Ming et al. 2023)
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Figure 6. Running average excess variance (in bins of 20 sources) as a
function of redshift; the error on the mean (68 per cent uncertainty) is shown
by the grey shaded area. The solid line shows the volume density of sources,
with an arbitrary normalization. The vertical dashed line indicates the posi-
tion of the spatial density peak at z ! 0.6–0.7.

most prominent one, at z ! 0.7, also contains a large number of
variable sources down to LX ! 1041 erg s−1. The comparison of the
mean excess variance with the local volume density does not any
correlation above the statistical uncertainty. The lack of any excess
of the average excess variance, coincident with the z ! 0.7 density
peak, suggests that the variability amplitude in these AGN is not
affected by environmental effects that could trigger and enhance
variability through, e.g. enhanced accretion processes or dynamical
instabilities.

4.2 Variability dependence on time-scale

In addition to luminosity and redshift, if the intrinsic variability
process has a ‘red noise’ character, the excess variance also depends
on the rest-frame duration of the light curves, which usually span
a fixed time interval in the observer’s frame. To investigate this
issue, we computed the excess variance of each object in the bright-
R sample on four different time-scales (in the observer’s frame):
6005, 654, 128 and 45 d (the ‘7 Ms’, ‘long’, ‘intermediate’ and
‘short’ time-scales, respectively). The first time interval is simply
the total duration of the full 7 Ms data set. The ‘long’ time-scale
measurement was obtained using data only from the last 3 Ms that
correspond to the points covered by the light grey bar in the top
row of Fig. 1, between 5350 and 6000 d. The ‘intermediate’ excess
variance was measured over the interval 2–4 Ms, i.e. between 3800
and 3940 d (intermediate grey bar in Fig. 1). The excess variance of
the shortest time-scales is the hardest to estimate since the variations
on these time-scales are usually dominated by statistical noise. To
increase the reliability of our measurement we averaged the variance
measured from six different short time intervals (420–450, 2900–
2950, 3800–3840, 3860–3900, 3910–3940 and 5455–5500 d, dark
grey bars in Fig. 1) where the Chandra observations had a dense
cadence and the sampling is more uniform. As shown by Vaughan
et al. (2003) and Allevato et al. (2013) averaging over multiple
observations allows to reduce the intrinsic scatter on σ 2

NXS. To reduce
further the uncertainty of the excess variance estimates, we limited
the analysis to objects whose lightcurves have an average S/N per
bin >1.5.

Since the sampled time-scales correspond to different rest-frame
time-scales at different redshifts, we grouped our sources (up to

Figure 7. Excess variance versus maximum sampled time-scale for sources
in the bright-R sample with S/N per bin >1.5, in two redshift ranges. The
solid black line indicates the model excess variance in the case when PSD(ν)
∝ ν−1. The discontinuous lines represent instead the prediction from our
best-fitting bending power-law model (Model 4, Section 5.1).

z ∼ 2) in the two redshift intervals listed in the legend of Fig. 7.
They were defined in such a way that the interval width was kept
as small as possible to reduce the internal difference in rest-frame
time-scales, and at the same time there were at least 15 sources in
each bin. The average σ 2

NXS of all the sources in each redshift bin is
shown in Fig. 7, as a function of the maximum rest-frame time-scale
(estimated at the mean z of each bin).

At each time-scale, the higher redshift measurements are sys-
tematically smaller than the average variability amplitude in the
lower redshift bins. This is due to the different luminosity ranges
sampled at each redshift. However, the important result is that, for
both redshift bins, the variability amplitude clearly decreases to-
wards shorter rest-frame time-scales. Although the data plotted in
Fig. 7 are not directly PSD measurements (since the excess variance
estimates the integral of the PSD between the minimum and maxi-
mum sampled time-scale), the decrease of the excess variance with
decreasing time-scale is direct observational evidence for the red
noise nature of the variability process of the high-redshift AGNs.

To demonstrate that this is indeed the case, in Fig. 7 we over-
plot a model prediction based on the assumption that the aver-
age intrinsic PSD has a power-law shape. The black solid line
shows σ 2

mod when the PSD is a single power law of the form
PSD(ν) = Aν−1 (this model is appropriate for local AGNs on long
time-scales; e.g. Uttley et al. 2002; Markowitz et al. 2003; McHardy
et al. 2004a, 2006). In this case σ 2

mod = A ln( νmax
νmin

), where νmin and
νmax are the lowest and highest sampled rest-frame frequencies. We
fixed νmax = (1 + z)/(86400 #tobs

min) s−1, where #tobs
min = 0.25 d,6 us-

ing the average redshift of the low-z sample. We also chose A so
that the model excess variance matches the excess variance of the
longest time-scale for the low-redshift bin, in order to display the
model behaviour.

6 Using a value of 0.95 d, appropriate for the intermediate time-scales, has
negligible effects as most of the variability power is concentrated anyway
on the longest time-scales.

MNRAS 471, 4398–4411 (2017)Downloaded from https://academic.oup.com/mnras/article-abstract/471/4/4398/3965843
by University of Napoli Federico II user
on 29 November 2017
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…to probe the high-z PSD
(Paolillo et al. 2017)

✦Variability on different timescales: from a few days - 17 yrs. 
✦ The high-z PSD must present a break as for local AGN



IMPROVING THE ANALYSIS: 
THE VARIANCE-FREQUENCY PLOT (VFP)

✦ Assume a bending power-law PSD:

   where

✦ The variance can be written:

Complications:
❖ depends on the lightcurve 

properties through  and 
❖ depends on BH mass and  through 

A and B

νT νmax
·m

PSD

σ2

Paolillo, M., et al.: A&A 673, A68 (2023)

Fig. 1. PSD and VFP (upper and lower panels, respectively) of an
AGN with a BH mass of 108

M�. The PSD model parameters are:
A = 0.02 Hz�1, s = 1, and ⌫b = 3 · 10�6 Hz (black solid lines).
Black dashed lines indicate the PSD and VFP when we increase the
PSD amplitude by a factor of 2. Red lines show the PSD and VFP
when we increase the bend frequency (by a factor of 10), while the
blue lines show the changes when we increase the high-frequency PSD
slope from �2 to �3 (all the other parameters in this case are like those
of the red lines). For the computation of the variance, we assumed
⌫max = (1/250 s).

where B is a constant. According to Eq. (4) in Allevato et al.
2013, the excess variance of a light curve of duration T will be a
measure of the normalised ‘band’ variance, defined as follows4:
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where ⌫T = 1/Tmax and ⌫max = 1/(2�tmin). In the case of equally
sampled light curves with a few missing points (as in the RXTE,
Swift, ASCA, and XMM-Newton light curves we use; see below)
the shortest frequency sampled by the data is well defined, with
�tmin = 2�t, where �t is the bin size of the light curves. How-
ever, in the case of the unevenly sampled light curves (like
CDF-S and COSMOS), the choice of �tmin is not as clear (see
e.g., the discussion in Appendix D in Scargle 1982). For these
light curves, we decided to take �tmin to be the shortest time
di↵erence between successive observations. For a fixed �tmin,
we expect a negative correlation between �2 and ⌫T, that is, the
variability amplitude should increase with increasing light curve
duration in AGN (due to the red-noise nature of the AGN PSD).

Equation (3) shows that �2(⌫T, ⌫max) depends on the shape
(and normalisation) of the PSD. Consequently, a plot of �2 as
a function of ⌫T holds similar information to the PSD. As men-

4 We note that, for simplicity, here we use �2 instead of �2
band,norm as in

Allevato et al. (2013).

tioned in Sect. 1, we refer to the plot of �2(⌫T, ⌫max) versus ⌫T as
the VFP of an AGN5.

Figure 1 shows the PSD and the VFP plot (upper and lower
panels, respectively) for an AGN with a BH mass of 108

M�. The
PSD is computed using Eq. (1), while �2(⌫T , ⌫max) is computed
using Eq. (3), for various PSD parameters. The variance plotted
in this figure should be equal to the (intrinsic) variance of light-
curve segments with a duration of T = 1/⌫ and �t = 250 s, so
that ⌫max = 4 ⇥ 10�3 Hz.

The figure shows that all the major features of the PSD are
apparent in the VFP plot as well. For example, both the PSD and
VFP have a power-law-like shape at high frequencies, with the
VFP being flatter than the PSD (we highlight the di↵erent scale
of the y-axis of the two panels in Fig. 1). At frequencies lower
than ⌫b, both the PSD and VFP flatten to a slope of �1 in the case
of the PSD, while �2 / � ln(⌫T) below ⌫b. The various lines in
the same figure also show that when varying the PSD parameters,
the PSD and the VFP shapes also vary in similar ways.

It is always better to estimate the power spectrum itself, even
from a statistical point of view. The statistical properties of the
periodogram (the estimator of the PSD) are far superior to the
statistical properties of the excess variance as a measure of the
intrinsic variance of a single source (see Allevato et al. 2013 for
the statistical properties of the latter). However, as we already
mentioned in Sect. 1, we cannot use the available light curves of
the high-z AGN to estimate their PSD. On the other hand, we can
measure their excess variance on di↵erent timescales (i.e., dif-
ferent ⌫T), and therefore we can compute the VFP and, as Fig. 1
shows, infer the intrinsic PSD of the sources.

2.2. Measuring the VFP of active galaxies

Ideally, we would need long and short, well-sampled light curves
of an AGN to reliably measure variance on a large range of
timescales and construct the VFP. However, this is not possible
with thecurrentlyavailabledata, especially forhigh-zsources.The
available light curves are insu�cient (because they are too sparse
and/or their signal-to-noise ratio is too low) to measure the VFP
of a single AGN. For this reason, we follow a di↵erent approach
to construct the VFP of active galaxies, as we describe below.

We can consider samples of AGN with known BH mass, and
light curves with the same duration (Tobs) and bin size (�t) for
all AGN in each sample. We can use the light curves to mea-
sure the excess variance �2

nxs for each AGN in the sample. One
way to study the VFP would be to choose objects with the same
BH mass in each sample, and then plot �2

nxs versus 1/Tobs for all
of them. However, as the excess variance measurements do not
follow a Gaussian distribution and their error is unknown (see
Allevato et al. 2013), we cannot fit the resulting VFP and com-
pare it with model predictions. In order to overcome this serious
problem, we have to average the measured excess variances in
some way.

On the other hand, we cannot simply compute the mean
excess variance of all the objects in the sample if they host BHs
of di↵erent masses, because the excess variance will depend on
the BH mass. However, we can take advantage of this property,
and produce a �2

nxs–MBH plot for all sources in each sample. The
excess variance is a measure of the band variance, �2(⌫T, ⌫max),
defined by Eq. (3). This equation, together with Eq. (2), shows
how �2

nxs should depend on BH mass, depending on the sampled
frequencies: if neither ⌫max nor ⌫T are much smaller than ⌫b, �2

nxs

5 We choose to define the VFP as the plot of variance versus 1/T ,
instead of T , so that its shape will be analogous to the PSD shape.

A68, page 3 of 11
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7Ms CDFS 
lightcurves
(Paolillo et al. 2022) 

✦ Va r i a b i l i t y o n 
different timescales:  
from a few days - 
17 yrs. 

✦ A proxy to a proper 
PSD analysis

✦ We now only use 
fully independent 
timescale



IMPROVING THE STATISTICS: 
COSMOS

(LANZUISI ET AL. 2014)

✦ much worse sampling 
but larger sample!

✦ In fact: clear 
dependence on mass, 
but little dependence 
on accretion!

Variability in XMM-COSMOS 11

Figure 10. Left panel: Distribution of σ2rms as a function of the BH masses, for sources with more than 700 total net counts, and no selection in the V parameter.
Right panel: Distribution of σ2rms as a function of Eddington ratio, expressed as LBol/LEdd , for the same sample. In both panels the dashed line shows the linear
regression, including upper-limits. The dotted lines show the errors in the coefficients. The black solid error-bar shows the average error on σ2rms. Blue squares
are type-1 sources, red triangles are type-2, green crosses are galaxies.

ties in our sample, requires to select all sources (with no pre-
selection in V). Furthermore, we decide to rely on the sub-
sample of sources with good enough statistic (> 700 counts),
for which the estimation of variability is more reliable. Us-
ing the same selection, we built a sample of 111 sources with
MBH estimates. We stress that this is the first time in which the
correlation between X-ray variability on long time scales and
BH masses can be performed, in such large sample of AGN,
spanning a wide range of redshift.
The distribution of excess variance as a function of the BH

mass is shown in Fig. 10 (left). Single sources are shown
in gray (squares for type-1 and triangles for type-2). The
black error-bar shows the average (representative of a single
measurement) error on σ2rms. The position of the filled blue
squares mark the average of σ2rms and MBH in 5 bins of BH
mass, where also sources with upper-limits are taken into ac-
count with their nominal value. Error-bars represent the stan-
dard error on the mean for both quantities, in each subsample.
When only sources with good statistics are considered, the

correlation between σ2rms and MBH is strong (ρS= -0.315 and
PS = 0.0007), with a slope of −0.42 ± 0.11. We note that
the correlation between σ2rms and the MBH found in previous
work sampling higher frequencies (minutes-hours) is of the
order of -1 (e.g. P12). This is generally interpreted with the
fact that the σ2rms, measuring the integral of the PSD in that
specific frequency range is affected by the position of νb, that
scale linearly with the BH mass.
The lower frequencies sampled in the XMM-COSMOS sur-

vey, are in the months-years regime. On the other hand, the
highest frequency sampled by a sparsely sampled lightcurve is
not well defined. However, in most lightcurves the minimum
distance between two observations is of the order of hours-
days. Therefore we are integrating the PSD both above and
below νb. The part of the PSD integral above νb would intro-
duce a linear correlation of the excess variance with MBH, but
this is weakened by the part of the integral below νb that would

induce no correlation (see for example Soldi et al. 2013).
We also collected the AGN Bolometric luminosities from

Lusso et al. (2010) for type-1 (estimated from direct inte-
gration of the rest-frame SED), and Lusso et al. (2011) for
type-2 (from SED-fitting by assuming a fixed covering factor
of 0.67). Thanks to this, we were able to compute Edding-
ton ratios for 74 sources with > 700 counts. Fig. 10 (right)
shows the distribution of σ2rms as a function of Eddington ra-
tio expressed as LBol/LEdd . As in Fig. 10 (left), gray points
show single sources, blue filled squares represent the average
of σ2rms and LBol/LEdd in 5 bins of Eddington ratio. There is
no e correlation between σ2rms and the Eddington ratio (ρS=
-0.122 and PS = 0.2784, with a slope fully consistent with 0,
−0.09 ± 0.14).
It’s also interesting to note that the slope of the σ2rms vs.

MBH in Fig. 10 (left) is the same of the global slope between
σ2rms and L0.5−10 in Fig. 9 (right). This suggest that the latter is
a byproduct of the former one, as observed at lower frequen-
cies (P12). This is shown if Fig. 11, where the distribution of
σ2rms vs. L0.5−10 is shown, for sources with > 700 counts, after
normalizing σ2rms for the MBH. The linear regression between
the σ2rms normalized for the BH mass is fully consistent with
0 (slope of 0.13 ± 0.12).
The residual scatter of σ2rms after accounting for the

MBH/L0.5−10 dependency, it’s still of ∼ 2 orders of magnitude,
for individual values. This would imply that the normalization
PSD below νb is not the same for all the sources, as instead
usually assumed. However, as we pointed out in Sec. 5.1, it
has been shown in Allevato et al. (2013), that the bias due to
sparse sampling can be broadly distributed between 0.1 and
10, meaning that we cannot use the observed scatter of indi-
vidualσ2rms values, as a direct probe for the intrinsic scatter of
the PSD normalization.
Regarding the correlation between σ2rms and Eddington ra-

tio, its existence is debated in the literature (O’Neill et al.
2005; McHardy et al. 2006; Koerding et al. 2007; P12). At

Variability in XMM-COSMOS 3

Figure 1. Left panel: Distribution of single source detections, during the 3.5 years observing campaign (between 2003-12-06 and 2007-05-018). Right panel:
Distribution of the total lightcurve length, rescaled for the redshift of the source, for all the sources. The inset show the distribution in number of detections for
sources in our sample.

spectroscopic redshift, 748 sources have a photometric red-
shift, 97 are classified as stars and 68 remain unclassified. The
sources with spectroscopic redshift are divided almost equally
between broad line (FWHM> 2000 km/s, BL) and non-BL
AGN, plus a small fraction of non AGN sources, i.e. pas-
sive galaxies at low redshift or stars. The sources for which
only photometric redshift is available, have been classified on
the basis of the best SED fitting template. The agreement be-
tween SED classification and spectral classification is good
(Lusso et al 2010, Salvato et al. 2009, Brusa et al. 2010). The
final classification breakdown is: 611 type-1, 941 type-2, 80
Galaxies, 97 Stars, 68 Unclassified.
We underline that, in the following analysis, with type-1

we refer to sources that either have a spectroscopic redshift,
showing at least one broad emission line, or have as best fit
SED templates an unobscured quasars template with different
degrees of contamination by star-forming galaxy templates
(from 10 to 90% of the Optical-NIR flux). With type-2 we
refer to sources with optical spectra of narrow lines AGN or
passive/star-forming galaxies, or best fit SED templates of ob-
scured AGN, with different degrees of contamination by pas-
sive or star-forming galaxy templates. We exclude, from the
following analysis, sources classified as starts or unclassified.

2.3. Light curve extraction
Because of the observations pattern, sources in XMM-

COSMOS can be observed in a minimum of 1 to a maximum
of 11 pointing. We have the possibility of following up every
source for a period of up to 3.5 years. By using the XMM-
SAS tool emldetect we selected all those sources with a de-
tection significance detml > 10 (corresponding to a probabil-
ity that a Poissonian fluctuation of the background is detected
as a spurious source of P = 10−10), in each pointing. We then
produced light curves of all those sources observed in more
than 1 pointing. As a result we produced light curves for 995
of the 1797 sources in the full band catalog. The number of
detections spans from 2 to 9, depending on the position of the

source and on its flux. Fig. 1 (left panel) shows the distribu-
tion of all the detections of sources in the total catalog, during
the 3.5 years observing campaign (between 2003-12-06 and
2007-05-18). We have a total of 3849 single detections, dis-
tributed among the observations depending on the exposure
time of each pointing. In order to study variability in these
sources we limited the following analysis to sources with ≥ 3
or more detections.
To have an estimate of the typical rest frame time scales

sampled by the available 3.5 years observing campaign, we
computed, for each source, the time intervals between the
first and the last detections, rescaled for the redshift of the
source, for time dilation, i.e. ∆trest = ∆t/(1 + z). Fig. 1 (right
panel) shows the distribution of the time intervals for all the
638 sources with ≥ 3 detections. The inset shows the distribu-
tion of the number of detections for each source in the sample:
190 sources have only 3 detections in total, and in the last bin
we have 10 sources with 9 detections, which is the maximum
number of samplings available. The plot shows that, given the
distribution of the observations, and the redshift distribution
of the sources, the vast majority of the light curves have a total
length in the range 100-500 days (rest-frame), i.e. the low fre-
quency limit of the lightcurve is typically at frequencies lower
than νb for most of our sources. As reference, we recall that
the typical break frequency in the PSD of an AGN with a 108
M# BH is 1/νb ∼ 30 days. The final breakdown of sources
with light curves is 340 type-1, 291 type-2, 7 Galaxies.
The light curves are measured in the fixed 0.5-10 keV ob-

served band, implying that we are measuring variability at in-
creasingly high intrinsic energies, up to 2-40 keV at z = 3.
Even if variability can be in principle highly energy depen-
dent, given the different spectral components, (with different
origins) which dominate different bands, observationally, it is
known to be well correlated between the 0.3-0.7, 0.7-2 and 2-
10 keV bands (e.g. P12). In soft X-rays the effect of observing
variability in different bands is small: typically ∼ 10% from
0.5 to 10 keV for local Seyferts (Vaughan et al. 2004, Gallo



EXTENDING THE TIMESCALE COVERAGE
• Local samples: 

• 16 ASCA Tartarus sources+6 XMM 
CAIXA on 40 ks timescales, 

• 11 XMM CAIXA sources on 80 ks 
tmscl,

• 14 RXTE+Swift sources on 10 days 
tmscl, 

• 27 RXTE sources on 14 years tmscl.

• CDFS robust sample: only 15 sources 
with reliable BH mass, S/N > 0.8 per 
epoch, >90 points in the lightcurve and 
regular sampling.

• COSMOS robust samples: 82 sources 
split in short (100 days ≤ 𝑇rest < 330 
days) and long (330 days ≤ 𝑇rest < 560 
days) timescales, but only 3 to 10  
observations each.



✦ Account for different mass, redshift and sampled timescale -> 
normalise to a 108 M☉

CDFS

=65 dyT̄max,rest

=334 dyT̄max,rest

COSMOS

=340 dyT̄max,rest

=413 dyT̄max,rest

WEIGHTING BLACK-HOLES: 
VARIANCE-MASS RELATION



=9.5 dyT̄max,rest

=0.9 dyT̄max,rest

=0.5 dyT̄max,rest

ASCA TARTARUS+XMM CAIXA

=5110 dyT̄max,rest

SWIFT+RXTE

WEIGHTING BLACK-HOLES: 
VARIANCE-MASS RELATION



COMBINING IT ALL: THE VFP DIAGRAM OF SMBHS

✦ A single PSD form can 
fit all timescales (days 
to years), redshifts 
(0<z≤3) and masses 
(106-109 M⊙) 
simultaneously

✦ Both amplitude and 
slope are reproduced!
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RESULTS

✦ PSD amplitude at the bend frequency:  
 is consistent with a constant value but some 

dependence on accretion rate is allowed by the data.

✦ PSD low frequency bend at  . 
This corresponds to a bend timescale of 1.8−5.8 days (90% intervals) 

✦ The high-frequency PSD slope is -(s+1)=2.74:
i.e. steeper than -2 usually assumed.

νb × PSD(νb) =
= A /2 = 0.008 ± 0.001

νb = 3.4+3.1
−1.4 × 10−6Hz
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Fig. 9. Best-fit values (crosses) and 68%, 90%, and 99% uncertainty
contours for each combination of two of the fitted interesting parameters
A (i.e., the PSD normalisation), B (i.e., ⌫b for a 108 M� BH) and s (the
high-frequency PSD slope).

the errors are the 90% uncertainties for two interesting parame-
ters. The errors of the best-fit parameter values are both asym-
metric and correlated as shown in Fig. 9. Open diamonds in
Figs. 3–7 show the best-fit model (�2,MBH) predictions for each
source in these plots. The dashed red lines show the best lin-
ear fit to the model points. In some cases (e.g., Figs. 5 and 7),
the model clearly predicts a curved �2

nxs–MBH relation (dotted
curve), which may indeed be closer to the observed one. How-
ever, even in these cases, a straight line can provide a reason-
ably good fit to the data (and the model predictions). As we fit a
straight line to both the observed and the model relations, we can
compare the best-fit line parameters, and search for the values
that provide the best agreement between the data and the model
predictions. The open symbols in Fig. 8 show the normalisation
and slope of the best-fit lines to the model �2

nxs–MBH relations
that are closest to the data.

Strictly speaking, the VFP plotted in the upper panel of Fig. 8
is representative of the average VFP of an AGN with a mass of
108

M�. The best-fit parameters also refer to such an object. For
example, if we had normalised the �2

nxs vs. MBH relation at a
di↵erent MBH, then the expected VFP would be di↵erent (see the
black and red lines in Fig. 1) and the best-fit bending frequency
would be di↵erent if ⌫b depended on BH mass. However, the
fact that we consider the VFP of an AGN at 108

M� is merely
a ‘technicality’ as this mass is close to the mean BH mass of
the sources in the samples we considered. In reality, the best-fit
↵mod(A, B, s,Tobs) and �mod(A, B, s,Tobs) model parameters are
computed by fitting a straight line to all the model points (i.e.,
open red points in Figs. 3–7). Therefore, the best-fit model VFP
plotted in Fig. 8 holds information about the PSD of all AGN in
each sample, and the same would be true if we had normalised
the best-fit lines to another BH mass.

We find it impressive that a single PSD model can fit the
observed VFP so well, given that we constructed �2

nxs–MBH
plots using light curves of 160 AGN, both nearby and distant,

observed with di↵erent satellites, and with di↵erent sampling
and light curve duration. This result strongly suggests that, on
average, the X-ray PSD over five orders of magnitude in fre-
quency (i.e., from timescales of ⇠40 ks up to ⇠10�15 years) is
described by the same form for all AGN at z  2�3. If there
were significant di↵erences in amplitude, bend frequency, or
high-frequency slope between the high-z and low-z PSDs, then
the low- and high-frequency parts of the VFP plotted in the top
panel of Fig. 8, which are determined by the high-z and low-z
AGN, respectively, would di↵er significantly (see e.g., the vari-
ous curves in Fig. 1).

7. Summary and discussion

We used excess-variance measurements computed using light
curves of short (CAIXA+TARTARUS, Ponti et al. 2012;
O’Neill et al. 2005), intermediate (Swift+RXTE, this work), and
long (RXTE, Zhang 2011) duration, as well as light curves
from the COSMOS and the CDF-S surveys (Lanzuisi et al. 2014,
P17), to construct �2

nxs–MBH plots on various timescales. We
fitted them with a simple linear model (in the log–log space),
and studied the resulting VFP, together with the slope of the
variance–BH mass relations as a function of frequency. Our main
result is that the hypothesis of a common X-ray PSD form in all
AGN, which remains the same irrespective of redshift or lumi-
nosity, is fully consistent with the observed VFP.

The variance versus timescale relation of the CDF-S sources
was used in P17 as well (see their Fig. 7) to show that the excess-
variance measurements were indeed consistent with the assump-
tion of a bending power-law PSD, and in Zheng et al. (2017) to
study the low-frequency PSD slope. In the present work, we con-
sider a much larger data set to create a more detailed VFP, and
we use it together with the slope of the variance–BH mass plots
to constrain the X-ray PSD.

Indeed, detailed PSDs have only been determined (and fit-
ted with models) for nearby AGN. We used excess-variance
measurements from over 100 AGN with a wide range of BH
mass (⇠106�109

M�) and X-ray luminosity (⇠1040�1046 erg s�1)
to determine the VFP over timescales from a few hours up to
5–14 years. Based on the fact that the VFP and the PSD hold the
same information, we were able to determine the average PSD
of the AGN in our sample. To the best of our knowledge, this
is the first time that the average X-ray PSD of a representative
sample of (X-ray selected) AGN has been accurately determined
up to a redshift of ⇠3.

The fact that the observed VFP is well fitted by a single func-
tion is remarkable. We measured the average variance, ↵(T ),
using light curves of di↵erent objects and obtained from dif-
ferent instruments, at di↵erent times, and over entirely di↵er-
ent timescales. Our results therefore strongly suggest that the
shape of the average PSD (defined by Eq. (1)) is the same in all
AGN, irrespective of luminosity and/or redshift, and is consis-
tent with almost all relatively nearby AGN. We note that the PSD
shape of least one nearby AGN, namely Ark 564, is di↵erent. It
has a power-law shape and shows two breaks, at high and low
frequency, respectively (Papadakis et al. 2002; McHardy et al.
2007). This shape implies that Ark 564 may be in a state equiv-
alent to the so-called ‘high/intermediate’ state in BH X-ray
binaries. Our results suggest that such a state should be rare
among AGN.

We assumed a fixed value for the low-frequency slope .
If we consider a more general extension of Eq. (1), that is,

PSD(⌫) = A⌫�l


1 +
⇣
⌫
⌫b

⌘(s+l)
��1

, this means fixing l = �1. On
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HOW TO IMPROVE? WIDE AND DEEP SURVEYS
2. Technical characteristics

2.1 eROSITA X-ray optics and 
imaging capabilities

The eROSITA mirror system consists of 7 
identical mirror modules with 54 mirror shells 
each, and a baffle in front of each module. 
Compared to a large single mirror system, the 
advantages of a multiple mirror system are mainly 
a shorter focal length (and thus reduced 
instrumental background), and a reduced pileup 
when observing bright sources. Obviously, such a 
configuration allows a more compact telescope, 
and multiple identical  cameras (see Section 2.2 
below), which automatically provide a 7-fold 
redundancy. Mirror production is based on a 
replication technique developed for XMM-Newton 
and then applied to ABRIXAS, which had scaled 
the XMM-Newton telescopes focal length down by 
a factor of about 4. As the eROSITA focal length 
is kept at the same value (1.6 meters), the 
ABRIXAS optical design and manufacturing 
process have been adopted for eROSITA, too, and 
the inner 27 mirror shells being in fact identical.  
Unlike on ABRIXAS, however, the seven optical 
axes are co-aligned (Figure 2.1.1), ensuring an 
identical field of view for the seven telescopes of 
the array. 

Figure 2.1.1: Schematic view of  the eROSITA telescope. On the left, where the front cover is omitted, the seven telescopes with 
their X-ray baffles are visible. On the right, the view from the bottom reveals the seven CCD housings. 

Mirror Modules 7

Mirror shells per module 54

Energy range ~0.2-10 keV

Outer diameter 358 mm

Inner diameter 76 mm

Length of  shells 300 mm

Angular resolution (HEW@ 1.5 keV) < 15” on axis

Grazing angles 20’ < α < 96’

Wall thickness 0.25 - 0.54 mm

Micro-roughness < 0.5 nm RMS

Mirror coating Au (>50 nm)

Focal length 1.6 m

Weight (one module, incl. baffle) <50 kg

Material of  shell Nickel

Table 2.1.1: eROSITA Telescope 
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The mirror shells are manufactured by replication from super-polished mandrels. The reflective layers of gold 
copy the surface of the mandrel to get the required X-ray optical quality. The carrier material of the reflecting 
surface is electroformed nickel, and the wall thickness of the mirror shells varies between 0.25 and 0.54 mm. All 
shells are adjusted and bonded to a supporting spider wheel. The main characteristics of the mirror system are 
summarized in Table 2.1.1.

The capabilities of the X-ray mirror system can be roughly characterized by three numbers: the effective area, 
the vignetting function, and the Point-Spread Function (PSF). As it is typical for Wolter-type geometry mirrors, 
the PSF (or the Half Energy Width; HEW) is rapidly degrading (increasing) at higher off-axis angles (see left 
panels of Fig. 2.1.3). Since the entire field of view (FoV) is used for the surveys to maximize the efficiency with 
which eROSITA can cover the whole sky down to a given limiting flux, the effective average spatial resolution of 
the telescopes will be given by an average over the FoV. 

During the all-sky survey (see section 3 below), as the telescope scans the sky, each source will move on a track 
in the detector plane. A source in a typical (low ecliptic latitude) field will be observed up to six times for each of 
the 8 all-sky surveys. Figure 2.1.2 shows, as an illustrative example, a simulated very bright (0.5-2 keV flux of 10-9 
erg cm-2 s-1) source as it moves across the detector plane in different scans. The left panel shows the tracks of six 
successive scans in one visit of the region of the sky containing he source during one 6-months all-sky survey, 
while the right panel shows all the tracks of that particular source over the course of 4-years (8 all-sky surveys). 
The obvious degradation of the PSF at large off-axis angles causes the tracks to widen substantially at the edges 
of the detector. The right panel of Figure 2.1.3 shows the expected HEW at ~1 keV, as a function of off-axis 
angle, both for a pointed observation (red curve) and averaged over the FoV in survey (scanning) mode, 
calculated assuming the detectors will be placed in focus on axis. The averaging procedure, including the effects 
of shadowing and vignetting, causes the effective PSF of eROSITA in survey (scanning) mode to be as large as 
~28” in the soft band and ~40” in the hard band. 

A system to prevent stray light from reaching the detectors had to be developed, including telescope baffles and  
a blocking filter on the CCD (details of which are still to be decided). The worst-case analysis indicated the 
visible photon background is 1×10-2 photons/s/pixel. The baffle tubes are thermally isolated from the 
temperature controlled mirror modules by GFRP isolations. An additional X-ray baffle (54 concentric cylindrical 
shells) will  reduce the amount of single reflections from the rear end of the hyperboloid, if a bright source is 
just outside the field of view. The mirror system must be maintained at 20±2 °C during operation to avoid 
deformation and image degradation.

Figure 2.1.2: Simulated images of a series of eROSITA scans over a very bright, point-like source at low ecliptic latitude 
(0.5-2 keV flux of 10-9 erg cm-2 s-1). The left panel shows the tracks of six successive scans in one visit of the region of the 
sky containing he source during one 6-months all-sky survey, while the right panel shows all the tracks of that particular source 
over the course of  4-years (8 all-sky surveys). Courtesy of  N. Clerc.
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only X-ray mission capable of regularly monitoring the full X-ray sky in the period 2015-2018 and beyond. The 
possible exception here could be the Brazilian MIRAX instrument.

In this chapter, we shortly describe which role 
eROSITA can play for the exploration of the X-ray 
time domain science. Here, we extrapolate from the 
results of previous and existing all  sky monitors and 
from the earlier ROSAT survey.

eROSITA's sensitivity for individual scans will be in 
the mCrab range (1mCrab= 2.4×10-11 erg/s/cm2) 
during the survey phase. Thus, on 30s time scales it 
will surpass that of RXTE-ASM and MAXI and it 
will be comparable to the RXTE-PCA slews. Figure 
5.7.4 shows the number of ASM sources brighter 
than a certain flux averaged over the 14 years of 
RXTE. At a single-scan sensitivity of approximately 
10-13 erg cm-2 s-1 in the 0.5-10 keV band, eROSITA 
will be able to follow 40-50 sources on eRoDay scales 
and a significantly larger population on a 6 months 
time scale. We stress here that reliable simulation tools 
that are based on the currently available plans for the 
all-sky survey only became available during the time of 
writing, and that the results of the simulations are not 
yet contained here. They will be incorporated in a 
future version of  this science book.

5.7.2 Stellar Flares

Stellar flares occur on timescales of seconds to weeks (Kuerster et al., 1996). They are caused by magnetic 
reconnection events in the stellar corona that heat the coronal plasma, leading to soft X-ray emission. The typical 
brightness of stellar flares is such that eROSITA will only be able to pick up the brightest flares. For these flares, 
however, eROSITA will  allow triggering follow-up observations in other wavebands and with pointed 
instruments. Furthermore, through measuring stellar X-ray fluxes through the survey eROSITA will allow to 
determine the statistics of  stellar flaring. For further details see Section 5.4.3.

5.7.3 Neutron Stars and Black Holes

The most luminous Galactic X-ray emitting population is formed by X-ray binaries, stellar mass black holes and 
neutron stars accreting matter from a companion star (see also Section 5.3). The erratic nature of mass accretion 

Figure 5.7.3: eRASS:8 
“cadence” map. The celestial 
sphere in equatorial coordinates is 
color-coded by the number of  
daily visits of  eROSITA during 
the 4-years all-sky survey. Each 
daily visit, amounting to a total 
exposure of  ~250 s is in fact the 
sum of  ~6 (overlapping) scansof  
about 30 seconds each. Note that 
about 1,000 deg2 around the 
poles will be visited more than 30 
times. 

Figure 5.7.4: The number of RXTE-ASM sources on 
average brighter than a given flux S as a function of S (in 
mCrab; 1 mCrab=2.4 x 10-11 erg/s/cm2)
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The enhanced X-ray Timing 
and Polarimetry mission 

(eXTP) 
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Figure 14 Number of AGN per 4⇡ sr as a function of the position in the sky that are bright enough to be accessible to the WFM for studies of X-ray variability.
For these sources, a light curve with at least 10 time bins in a 1-year period can be built, achieving in each bin a signal-to-noise ratio of at least 3. The lateral
bar reports the total number of variable AGN observed on the sky, assuming an example of a 1-yr pointing plan. Only regions of the sky covered with more
than 10 cm2 of net detector area have been considered.

2003a), depending on the location and geometry of the ma-
terial and the intrinsic variability of the sources (therefore,
on the black hole mass and the accretion rate). At the same
time, the large area available with the SFA and LAD will
allow one to perform well-sampled (weekly to monthly)
monitoring of the Fe-K line and Compton reflection com-
ponent with short targeted observations. The CCD-class
energy resolution will easily allow one to disentangle the
broad Fe line component from the narrow core. In fact,
in only 1 ks a narrow Fe line of equivalent width 100 eV
can be recovered with an uncertainty of 1-2% for bright
sources (⇠ 1 ⇥ 10�10 erg s�1 cm�2 with ⇠ 103 SFA plus
LAD counts in the line). The same uncertainties can be re-
covered for weaker sources (⇠ 5⇥10�11 erg s�1 cm�2) with
5 ks exposures. Thanks to the broad bandpass of the LAD,
eXTP will be able to recover the reflection continuum with
10% accuracy in a 1 ks exposure for the brightest sources
(⇠ 1 ⇥ 10�10 erg s�1 cm�2). This measurement, together
with the WFM daily monitoring of the continuum above 7
keV (even with a low signal-to-noise ratio), will be a in-
strumental in identifying the origin of the narrow distant
reflection components in AGN.
• What are the absorbing regions in the environment of su-

permassive black holes, from kpc to sub-pc scale? There

is strong evidence of at least three absorption components
on very di↵erent scales: on scales of hundreds of parsecs,
on the parsec scale, and within the dust sublimation radius,
on sub-parsec scale (e.g., Liu et al., 2010; Bianchi et al.,
2012; De Rosa et al., 2012). The most e↵ective way to
estimate the distance of the absorber is by means of the
analysis of the variability of its column density. In par-
ticular, rapid (from a few hours to a few days) NH vari-
ability has been observed in most bright AGN in the lo-
cal Universe (Torricelli-Ciamponi et al., 2014; Maiolino
et al., 2010; Risaliti et al., 2013; Sanfrutos et al., 2013;
Walton et al., 2014; Markowitz et al., 2003c; Rivers et al.,
2015), suggesting that obscuration in X-rays could due,
at least in part, to BLR clouds or in the the inner re-
gions of infrared-emitting dusty tori. These observations
with XMM-Newton and NuSTAR have achieved a preci-
sion for the covering factor of ⇠5–10%. Detailed simula-
tions show that such a measurement (assuming the same
observed fluxes) will be obtained with eXTP with signifi-
cantly higher precision (1-2%), on even shorter time scales
(few ks instead of ⇠100 ks). This would allow, for the first
time, an extensive study of X-ray eclipses, which are fre-
quently seen in local bright AGN (e.g., Markowitz et al.,
2014). Following the time evolution of the column den-
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StarX 
(see R.Gilli talk)

But also promising applications: see A. Georgantoupoulos talk!


