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Introduction 

• LSST will capture diverse time domain events with 

frequent observations and broad sky coverage [1]  

(Figure 1). 

 

• Gaps in LSST quasar light curves pose a challenge for 

evaluating variable features. 

 

• Data-driven machine learning algorithms, such as Neural 

Process-NP, are desirable for analyzing LSST AGN 

multiband light curves [2]. 

 

Data   

• We used a dataset of 1006 quasars with >100 

epochs in u-band light curves 

• The subsample exhibits a stratification into three non-

intersecting branches (Figure 2). 

• The Self-Organizing Maps (SOM) algorithm [4] was 

employed to cluster light curves with similar patterns, 

resulting in 36 clusters. 

Methodology 

CONDITIONAL NEURAL PROCESS:  
The scheme of a member of NP called the conditional neural 

process (CNP) [5] is shown in Figure 4. Each pair in the 

context set is encoded using a multilayer perceptron (eq 1).  

 

Conclusion 

•The light curves of over 1000 quasars in the LSST database show 

different patterns of behavior, which can be grouped into 36 clusters using 

a neural network. 

 

•This study examines a group of u-band light curves for 283 quasars with 

very low variability (Cluster 36), as well as 4 smaller clusters.  

•The CNP model used in the analysis has a mean square error of 5% (0.5 

mag). 

• All of the light curves in cluster36 exhibit flare-like features. An initial 

analysis of the structure function suggests that these features may be 

associated with microlensing events that happen over a span of five to ten 

years. 

 

•This scientific case highlights the significance of using CNP and other 

deep learning methods for data-driven modeling, especially when dealing 

with objects that have different variability patterns than the standard.  

Results 

• The dataset was split into training, testing, and 

validation subsets with u-band light curves 

transformed to [-2,2]. 

• Results from 100 runs from Cluster36 datasets 

show lower loss but higher mean squared error 

(MSE) for training due to sharp peaks in the light 

curves.  

• Mean absolute error (MAE) provided more typical 

behavior, with lower MAE for training than 

validation (Figure 5). 

Figure 1. Schematic view of the LSST third 

scientific pillar. 

Figure 2. Statistical description of 1006 quasar light curves 

in the u band having >100 points. The non-Gaussianity of 

the mean sample and the number of points in the light 

curves are brought to light by the marginal distributions that 

are presented on the side plots. Upper marginal: y-axis 

counts a number of light curves having a number of points 

given in x-axis in the main plot. Right marginal: y-axis counts 

a number of light curves having mean sampling in y-axis in 

the main plot. 

Figure 3: Corner plot of the probability distribution of quasars 

parameters (redshift z, optical Luminosity Lop, black hole masses 

M and magnitude with variance Fvar) in selected Cluster 36 

the local encodings R^(c) are then aggregated by a mean 

pooling to a global representation R (eq. 2): 

The global representation R is fed along with the target 

input x^(t) into a decoder MLP to yield the mean and 

variance of the predictive distribution of the target output 

(eq. 3): 

Figure 4. Schematic representation of the Conditional Neural Process, 

representing data flow. Context points are processed by encoder and 

aggregator. The output of this process is sent to the decoder along with target 

points to calculate Predictions [6]. 

Figure 5: This graphs show the loss, mean absolute error, and mean squared error for the 

training and validation data sets during 100 rounds of training on Cluster36. The black dashed 

lines represent the average values of these metrics at each epoch over the 100 rounds.The 

inset plots show the variances for the training and validation data sets. 

Figure 8: CNP modeling of light curves for 5 different clusters. The subtitle of each plot shows the object ID from the LSST AGN DC database with a tag indicating 

the iteration when it is selected for training, testing, or validation during the training process, the logarithmic value of probability loss, and the MSE value. Black 

error bars indicate observations with measurement uncertainty. Solid blue lines are model fits to the data. The pink band represents the 1σ confidence interval. 

Figure 7: Comparison of presence of flare-like 

patterns in u (black), g (green) and r (red) bands for 

Cluster36. 
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Logical flow of analysis: 

• LSST AGN data challenge 2021*: 
o The LSST_AGN_DC mimics the future LSST data release 

catalogs [3] 

o The total number of objects is 440,000 

o The total number of epochs for all objects is 5x10^6 
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• The results from the neural network clustering 

suggest that there is no significant variability in 

the quasar light curves from cluster 36.  

 

• In order to test this finding, we used the 

structure functions (Figure 6).  

 

•The modeling accuracy of the CNP is 

assessed through MSE and loss values along 

with 95% confidence intervals, which are wider 

in regions of light curves with larger errors and 

flare-like occurrences (Figure 8).  

 

•The flare-like patterns remained present in g 

and r curves (Figure 7).  We estimated that the 

number of microlensing quasars in the LSST 

data releases may be N ~ (10^4 -10^5) 

 
Figure 6: Time symmetry in the light curves of 

cluster36. Top: modified SFs of quasar sample 

are indicated by upward and downward pointing 

triangles, respectively. Bottom: The normalized 

relative difference β for observed quasar sample 

(black dots), mean β (red line), 1σ( blue band), 

and 95% (dashed lines) confidence intervals as 

inferred from the bootstrapping quasar sample. 
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CNP_AGN_LSST python package:  
 

 Requirements: 
 
• Python >= 3.7 

• pytorch==1.13.0  

• cycler==0.11.0  

• dill==0.3.4  

• matplotlib==3.5.2  

• numpy==1.21.5  

• pandas==1.4.4  

• scikit_learn==1.0.2  

• scipy==1.9.1  

• tqdm==4.64.1 

 

 

Base: 
 
• CNP_DATASETCLASS 

• CNP_METRICS 

• CNP_ARCHITECTURE 

 

 
Modules: 
 
• Preprocess – for data 

transformation 

• Splitting_and_training 

• Prediction  

• 4 plotting modules 
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