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H0 = 73.04 ± 1.04 km s−1 Mpc−1SH0ES:

Planck(+flat 𝛬CDM): H0 = 67.4 ± 0.5 km s−1 Mpc−1

The H0 tension: 8% rel. difference, 5𝜎 significance
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scan parallaxes discussed in Section 4.1. These are all given in
Table 4.

4.8. SN Magnitudes

We adopt standardized SN Ia magnitudes mB
0 from the

Pantheon+ analysis (Scolnic et al. 2021; Brout et al. 2021),
where the value mB i,

0 is a measure of the maximum-light
apparent B-band brightness of an SN Ia in the ith host at the
time of B-band peak, corrected to the fiducial color and
luminosity determined for each SN Ia from its multiband light
curves and a light-curve-fitting algorithm. We use the
uncertainties and covariance of mB

0 as given by the Pantheon+
analysis. The SN Ia covariance matrix has substantial off-
diagonal terms and is displayed in Figure 11. An improvement

in the current analysis of calibrator SNe Ia over R16 is our use
of multiple SN light-curve data sets for most calibrators, 77 sets
in all for 42 SNe Ia, a mean of ∼2 independent sets per SN,
reducing measurement errors (not intrinsic scatter, which is
covariant among multiple samples of the same SN) by a mean
factor of 1.4. These data sets are given in Scolnic et al. (2021).

5. The Local Value of H0, the Baseline

Our calibrator sample contains 42 SNe Ia in the 37 Cepheid
hosts presented in the previous section and 277 SNe Ia in the
Hubble flow, all the objects at 0.0233< z< 0.15 from the
Pantheon+ sample that pass the same quality cuts and are in
late-type hosts like the Cepheid calibrators. Criteria for

Figure 12. Complete distance ladder. The simultaneous agreement of distance pairs: geometric and Cepheid-based (lower left), Cepheid- and SN-based (middle), and
SN- and redshift-based (top right) provides the measurement of H0. For each step, geometric or calibrated distances on the abscissa serve to calibrate a relative distance
indicator on the ordinate through the determination of MB or H0. Results shown are an approximation to the global fit as discussed in the text. Red SN points are at
0.0233 < z < 0.15, with the lower-redshift bound producing the appearance of asymmetric residuals when plotted against distance.
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Type Ia SN: light curve parameters

is expected, as early survey photometry has overestimated
photometric uncertainties by factors of 1.7–1.9 (see
Section 3.7). Our current magnitude-limited sample of 125
SNe is much larger than expected from the 108 predicted SNe
per year in our simulations, though a handful of targeted SNe
and survey edge effects as we catch slow-declining SNe when
we begin observations of new fields have likely boosted this
number significantly. Our volume-limited sample also exceeds
that expected from simulations, though this number may also
be impacted by photo-z uncertainties.

Our team aims to obtain a spectrum of every unclassified
transient with peak r< 18.5 mag, D< 250 Mpc, or a detection
within 2 days of explosion for an estimated total of 217 per
year (Figure 5). Our sample will necessarily include classifica-
tions by the community, and we are grateful to the teams
responsible for helping to classify transients in the YSE
magnitude- and volume-limited samples. To date, there have
been significant contributions to classifications in this sample
from ZTF, ePESSTO+ (Smartt et al. 2015), and the SIRAH
team. Our secondary priority will be to spectroscopically
classify transients that appear unusual based on their photo-
metric properties.

Our current magnitude-limited sample is 91% spectro-
scopically complete. We examined the failures, and the two
most common reasons for a lack of a spectrum are lack of
spectroscopic resources because of COVID-19 shutdowns and

the transient being discovered shortly before it sets. Therefore,
we are optimistic that our completeness can increase as the
survey continues.

Table 4
Initial Statistics of SNe Observed by YSE

Ntransients

All SNea 916
Discovered by YSEa 363
Spec.-confirmed SNe 138
r  18.5 125
D  250 Mpc 180
SNe Ia with phase < − 10 days 30

Notes. Transient discovery statistics between 2019 November 24 and 2020
October 1. We have been at 50% of our full observing allocation since early
January, but we lost ∼2 months owing to weather and telescope malfunctions.
a Excluding candidate transients deemed later to be likely variable sources such
as AGNs.

Figure 10. Examples of YSE SN light curves by increasing redshift, from z = 0.02 to z = 0.2. For the SNe Ia, we also display the best-fit SALT2.4 template light
curves (Guy et al. 2010; Betoule et al. 2014) for illustration. ZTF gr light curves are displayed as lightly shaded diamonds when available, which effectively doubles
the cadence of nearby SNe in our sample (though low-z SN Ic 2020lbn, left, has no public ZTF data). We note that CC SNe SN 2020hrw and SN 2020koc are
somewhat unusual SNe, as SN 2020hrw is likely an SN 1987A-like SN and SN 2020koc is unusually luminous for an SN II (although perhaps not quite luminous
enough to be considered an SLSN).

Figure 11. Top: approximate peak and discovery magnitudes for YSE
transients to date, including targeted follow-up observations, with the filter
combinations used at each discovery epoch or first observation shown in the pie
chart. Histograms of 2020 ZTF discoveries, rescaled to match the total number
of YSE discoveries, are shown with dashed lines. Estimated peak magnitudes
are taken from the brightest epoch, regardless of filter, and include publicly
reported observations when available. Discovery magnitudes are more often
from the bluer of the two filters at the discovery epoch, as the bluer observation
is typically performed first. Bottom: redshift distribution (using an internal
photo-z estimate trained on SDSS data, when necessary) for the YSE sample to
date. The normalized ZTF redshift histogram for 2020 discoveries to date is
shown in gray. Lines show Gaussian kernel density estimates for discoveries in
each filter, with colors corresponding to the pie chart in the top panel. Photo-z
outliers may artificially increase the numbers in some high-redshift bins.
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Type Ia SN: standardisation
mmodel = MB + μ(z) + αx1 + βcmmodel = MB + μ(z) + αx1mmodel = MB + μ(z)

Irreducible intrinsic scatter: 

 magσint = 0.12 magσint ≈ 0.32  magσint ≈ 0.27

Phillips relation (Phillips 1995) Tripp calibration (Tripp 1998) 



Type Ia SN: “standard” standardisation
mmodel = MB + μ(z) + αx1 + βcmmodel = MB + μ(z) + αx1mmodel = MB + μ(z)

Irreducible intrinsic scatter: 

 magσint = 0.12 magσint ≈ 0.32  magσint ≈ 0.27

Phillips relationship (Phillips 1995) Tripp calibration (Tripp 1998) (Implicit) assumptions:

• Tripp calibration is universal across redshift and SN 

samples (calibration vs Hubble flow)

• Distribution of latent variable(s) behind intrinsic 

scatter is universal across redshift and SN samples: we 
can effectively decrease error in distance as 


Unresolved problems:

• Physical origin of intrinsic scatter

• Physical origin of the colour correction: extinction in 

SN host galaxy vs intrinsic colour

• The role of  basic physical properties, e.g. two 

progenitor channels

σint /N1/2

Fitting strategy: cosmology + Tripp calibration +σint



(Pre 2022) SH0ES data and global likelihood

Distance anchors: 
LMC

NGC4258

MW Gaia parallaxes 

SN calibration: 
19 galaxies

SNe

Cepheids

SNe in the Hubble flow: 
SuperCal (223 SNe)




 SALT2

0.023 < z < 0.15
(mB, x1, c)

Cepheid params SN parameters (Tripp calibration)

Hubble constant

Latent vars: 19 distance moduliGaia zero point

Tension in the SN sector of H0 measurement 3

mW
F160W = µ+MF160W + bW (log10 P � 1) + zW�[O/H],(1)

where the Hubble Space Telescope F160W-band absolute
magnitude, MF160W, and the free coe�cients bW and zW
are measured directly from the data. The additional term in
eq. (1) incorporates corrections due to metallicity �[O/H]
which is directly measured for all Milky Way Cepheids and
local environments of Cepheids in galaxies of the calibra-
tion sample. Following Riess et al. (2019) we assume that
all Cepheids observed in the LMC have the same metallicity
equal to the mean �[O/H] = �0.30 dex found in the LMC.
For metallicity [O/H] measurements provided by Riess et al.
(2016) we derive �[O/H] assuming the solar metallicity
given by the calibration of these metallicity estimates, i.e.,
8.93 (Anders & Grevesse 1989). Wesenheit magnitudes of
Cepheids in the 20 calibration galaxies are calculated from
magnitudes mF160W and colours mF555W�mF814W provided
by Riess et al. (2016) using the relation

mW
F160W = mF160W +R(mF555W �mF814W) (2)

with R = �0.386 corresponding to an extinction coe�cient
RB = 4.3 in the reddening law of Fitzpatrick (1999), as
assumed in Riess et al. (2019) and Riess et al. (2021a).

Distances to Cepheids in the Milky Way are constrained
by Gaia measurements of their parallaxes, ⇡, (Gaia Collabo-
ration et al. 2021). Following Riess et al. (2021a) we include
zero point zp as a free parameter in order to obtain an unbi-
ased relation between observed parallaxes, ⇡, and distance
moduli using the following equation

⇡ + zp = 10�0.2(µ�10). (3)

As described explicitly in Table 1, the likelihood for the
Milky Way Cepheids accounts for uncertainties in the par-
allax and magnitude measurements. Here we also include
an error of 0.01 dex in the metallicities. The errors in like-
lihoods LLMC and Lcal are given by the measurement un-
certainties in mW

F160W provided by Riess et al. (2016) and
Riess et al. (2019). Distance moduli of the LMC and the
20 calibrator galaxies are described by latent variables for
which constraints are obtained as a byproduct of the entire
analysis combining all likelihoods.

Independent measurements of geometric distances to
the LMC from detached eclipsing binaries (Pietrzyński et al.
2019) and to NGC 4258 from megamasers (Reid et al. 2019)
are included in likelihoods LLMC and Lcal. Together with
parallax distances to Cepheids in the Milky Way, these mea-
surements serve as the anchors of the cosmological distance
scale entering the Hubble constant determination.

The last two data blocks in Table 1 include observations
of type Ia SNe. We use light curve parameters obtained by
Scolnic et al. (2015) using the SALT2 fitting methodology
(Guy et al. 2005; Scolnic & Kessler 2016). Distance moduli
are derived from peak apparent magnitudes, mB , by apply-
ing corrections related to the light curve shape quantified
by x1 and colour parameter c, where the latter is thought
to combine e↵ectively two physical e↵ects: extinction correc-
tion due to intervening dust in SN host galaxies and a possi-
ble correlation between the absolute magnitude and the SN
intrinsic colour. We employ the standard correction model
formulated by Tripp (1998),

mB = µ+MB � ↵x1 + �c, (4)

where B-band absolute magnitude, MB , and correction co-

e�cients ↵ and � are measured directly from the SN data.
Errors in distance moduli adopted in the SN likelihoods are
given explicitly in Table 1. They include all elements of co-
variance matrices obtained for individual SNe, intrinsic scat-
ter �int and extra error due to unconstrained peculiar veloc-
ities (included only in LSN) with c�z = 200 km s�1 (Carrick
et al. 2015).

For the cosmological data block (LSN) we selected SNe
using the same criteria as those adopted by Riess et al.
(2016). The primary selection condition is given by redshift
range 0.023 < z < 0.15 and cuts in light curve parameters:
|c| < 0.3 and |x1| < 3. In addition, SNe with low quality fits
are rejected. SNe passing the fit quality check (223) are char-
acterised by su�cient goodness of fit (fitprob > 0.001) and
well-constrained light-curve parameters with errors < 1.5
for x1, < 2 days for the peak time and < 0.2 mag for the
corrected peak magnitude.

Finally, as a novel approach, in this study we will allow
for SNe in the calibration block to be characterised by an
independent slope, �cal, of the colour correction, i.e.,

mB = µ+MB � ↵x1 + �calc, (5)

and associated intrinsic scatter, �int cal, in MB . These extra
parameters will enable us to test the standard approach of
assuming universality of the colour correction (�cal ⌘ �) and
intrinsic scatter (�int ⌘ �int cal) and explore its impact on
the local H0 determination.

2.2 Parameter estimation

We constrain model parameters using the likelihood function
which is a product of likelihoods from all seven data blocks,
i.e.,

L / LLMC⇥LMW⇥Lcal⇥L4258⇥LLMCdist⇥LSN cal⇥LSN.(6)

Our model is described by 11 primary parameters
(H0,MF160W, bW , zW , zp,MB ,↵,�,�int,�cal,�int cal) out of
which two (�cal and �int cal – the colour correction slope
and intrinsic scatter in the SN calibration sample) are op-
tional. In addition, 21 latent variables are constrained as a
byproduct of fitting. These are the distance moduli of the
19 calibration galaxies, the LMC and the megamaser galaxy
NGC 4258. Including these latent variable as extra nuisance
parameters in the analysis is not relevant for constraining
the primary parameters and one can alternatively employ a
compressed likelihood obtained by analytical integration of
L over all latent variables. However, having access to the
latent variables enables a range of sanity tests aimed at
checking consistencies between di↵erent data blocks given
the best fit model. In particular, in our study we scrutinise
the intrinsic consistency between the calibration (LSN cal)
and cosmological (LSN) SN data blocks.

We use a Markov Chain Monte Carlo technique to in-
tegrate the posterior probability function and find best fit
model parameters. The chains are computed with the em-

cee code (Foreman-Mackey et al. 2013). Unless explicitly
stated, best-fit parameters are provided as the posterior
mean values and errors given by 16th and 84th percentiles
of the marginalised probability distributions. The 1� and
2� confidence contours shown in all figures contain 68 and
95 per cent, respectively, of the corresponding 2-dimensional
marginalised probability distributions.

© 0000 RAS, MNRAS 000, 000–000



Anomaly in the calibration sample
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mB = MB − αx1 + βcalc

mB = MB − αx1 + βc

RW & Hjorth (2022)

Hubble flow:

Calibration sample:

βcal > β !!

σint,cal = 0 !!



4.2  (19 cals) Hubble constant tension

goes together with


3.8  intrinsic anomaly

of the SN standardisation.


σ

σ

RW & Hjorth (2022)



Deriving H0: underdetermined problem
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Hubble constant determination : proof-of-concept

RW & Hjorth (2022)
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The local Hubble constant measurement

recovers the Planck value


when SN mag-colour relations

are matched at blue colours ( ).
c ≈ − 0.12

RW & Hjorth (2022)



The key is to understand Hubble residuals !
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The key is to understand Hubble residuals !


?
?

Dust: reddening, extinction

Mandel et al. (2017), Thorp et al. (2021), 

Brout & Scolnic (2020)




SN populations
M. Rigault et al.: Local sSFR bias in SNe Ia

Fig. 4. SALT2.4 x1 (top) and color “c” (bottom) lightcurve parameters as a function of log(LsSFR). The marker-color represents the probability
for a supernova to have a younger/prompt progenitor (PY , see color-bar). The histograms on the right are PY -weighted marginalization of SNe Ia
lightcurve parameters: toward left for the older/delayed distributions and toward right for the younger/prompt distributions.

Table 3. Summary of the SNe Ia standardization.

Parameters wRMS �resid �M �Y

SALT2.4 0.142 ± 0.009 0.127 ± 0.005 – –
SALT2.4 + �Y 0.129 ± 0.008 0.111 ± 0.005 – 0.163 ± 0.029
SALT2.4 + �M 0.132 ± 0.008 0.116 ± 0.005 0.119 ± 0.026 –
SALT2.4 + �Y+ �M 0.126 ± 0.007 0.109 ± 0.005 0.064 ± 0.029 0.129 ± 0.032
SALT2.4 (on young) 0.126 ± 0.010 0.108 ± 0.007 – –
SALT2.4 (on old) 0.132 ± 0.010 0.115 ± 0.007 – –

Notes.�resid is the quadrature sum of the additional dispersion needed to obtain a standardization fit with �2/d.o.f = 1 and the 0.055 mag systematic
lightcurve fitting error given by SALT2.4.

Hubble diagram are then referred to as �M
corr
B

, which in the
SALT2.4 framework are given by:

�M
corr
B
= �MB + ↵ ⇥ x1 � � ⇥ c, (4)

where, �MB is the observed di↵erence of absolute SN magni-
tudes in B-band, ↵ and � are the – blinded – standardization
coe�cients for stretch, x1, and color, c, respectively. In a second
step, we also include the probability that a supernova is young
(PY ) as a third standardization parameter (see Sect. 4.2.2). In all
of these fits, the full matrix of measurement covariances is used.
The main results of this subsection are summarized in Table 3.

4.2.1. LsSFR step measurement

The correlation between log(LsSFR) and �M
corr
B

is presented
Fig. 5. A sharp transition in Hubble residuals is clearly visible
around log(LsSFR) ⇠ �10.8. To assess the size of this step,

we perform a maximum likelihood fit for the Hubble residual
step between these two populations, modeled as two indepen-
dent normal distributions each having its own mean and standard
deviation as free parameters. Details of this procedure are given
in Appendix A. This fit gives a SALT2.4 Hubble residual o↵set
of �Y = 0.125 ± 0.023 mag, in which the younger SNe Ia are
fainter. This result is incompatible with no LsSFR step at 5.5�.

The histograms plotted on the right in Fig. 5 show that the
individual populations appear normally distributed, and there
is no evidence that the di↵erence in means is pulled by out-
liers. The residual dispersions, after accounting for measurement
error, are similar with �resid = 0.103 ± 0.015 mag for the young
subpopulation versus �resid = 0.115 ± 0.015 mag for the old,
including the 0.055 mag systematic lightcurve fitting error given
by SALT2.4 (see details in Appendix A).

The di↵erence in mean Hubble residual between the two
groups is further supported when comparing their �M

corr
B

A176, page 9 of 20
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M. Rigault et al.: Local sSFR bias in SNe Ia

Fig. 4. SALT2.4 x1 (top) and color “c” (bottom) lightcurve parameters as a function of log(LsSFR). The marker-color represents the probability
for a supernova to have a younger/prompt progenitor (PY , see color-bar). The histograms on the right are PY -weighted marginalization of SNe Ia
lightcurve parameters: toward left for the older/delayed distributions and toward right for the younger/prompt distributions.

Table 3. Summary of the SNe Ia standardization.

Parameters wRMS �resid �M �Y

SALT2.4 0.142 ± 0.009 0.127 ± 0.005 – –
SALT2.4 + �Y 0.129 ± 0.008 0.111 ± 0.005 – 0.163 ± 0.029
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SALT2.4 + �Y+ �M 0.126 ± 0.007 0.109 ± 0.005 0.064 ± 0.029 0.129 ± 0.032
SALT2.4 (on young) 0.126 ± 0.010 0.108 ± 0.007 – –
SALT2.4 (on old) 0.132 ± 0.010 0.115 ± 0.007 – –

Notes.�resid is the quadrature sum of the additional dispersion needed to obtain a standardization fit with �2/d.o.f = 1 and the 0.055 mag systematic
lightcurve fitting error given by SALT2.4.

Hubble diagram are then referred to as �M
corr
B

, which in the
SALT2.4 framework are given by:

�M
corr
B
= �MB + ↵ ⇥ x1 � � ⇥ c, (4)

where, �MB is the observed di↵erence of absolute SN magni-
tudes in B-band, ↵ and � are the – blinded – standardization
coe�cients for stretch, x1, and color, c, respectively. In a second
step, we also include the probability that a supernova is young
(PY ) as a third standardization parameter (see Sect. 4.2.2). In all
of these fits, the full matrix of measurement covariances is used.
The main results of this subsection are summarized in Table 3.

4.2.1. LsSFR step measurement

The correlation between log(LsSFR) and �M
corr
B

is presented
Fig. 5. A sharp transition in Hubble residuals is clearly visible
around log(LsSFR) ⇠ �10.8. To assess the size of this step,

we perform a maximum likelihood fit for the Hubble residual
step between these two populations, modeled as two indepen-
dent normal distributions each having its own mean and standard
deviation as free parameters. Details of this procedure are given
in Appendix A. This fit gives a SALT2.4 Hubble residual o↵set
of �Y = 0.125 ± 0.023 mag, in which the younger SNe Ia are
fainter. This result is incompatible with no LsSFR step at 5.5�.

The histograms plotted on the right in Fig. 5 show that the
individual populations appear normally distributed, and there
is no evidence that the di↵erence in means is pulled by out-
liers. The residual dispersions, after accounting for measurement
error, are similar with �resid = 0.103 ± 0.015 mag for the young
subpopulation versus �resid = 0.115 ± 0.015 mag for the old,
including the 0.055 mag systematic lightcurve fitting error given
by SALT2.4 (see details in Appendix A).

The di↵erence in mean Hubble residual between the two
groups is further supported when comparing their �M
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Physically motivated model: flow chart
Type Ia SNe

“Young” SNe/Slowly declining 

Star forming environments


“Old” SNe/Fast declining

Old stellar populations
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Two-population bayesian hierarchical model

mB = MB + μ + αcint + βX1 + RBE(B − V)

c = cint + E(B − V)

x1 = X1

observables latent variables (LV)  priors  hyperparameters⇒ ⇐

wSN =
Nold population

Nyoung population + Nold population

}
Two SN populations

Two sets of priors 

(hyperparameters)

RW, Hjorth , Hjortlund (2023)



Forward modelling with 2-pop Bayesian hierarchical model:

Complete description of SNe in the Hubble flow
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Extrinsic properties ( ):

Are they different in the calibration sample ?

↑

mB = MB + μ + αcint + βX1 + RBE(B − V)

c = cint + E(B − V)

x1 = X1

observables latent variables (LV)  priors  hyperparameters⇒ ⇐

wSN =
Nold population

Nyoung population + Nold population
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New Hubble constant

H0 = 66.9+2.4
−2.4

H0 = 67.2+2.6
−2.6

H0 = 72.4+1.2
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H0 = 73.1+1.3
−1.3Tripp calibration

2-pop model:

The same params in the calibration 

and Hubble flow

2-pop model:

independent 
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2-pop model:

independent 
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RW, Hjorth (2023)  TBS



Physically motivated analysis

of type Ia supernovae


based on 2-population Bayesian

hierarchical model


resolves the Hubble constant tension.


RW, Hjorth (2023)  TBS



Summary
• 4.2  Hubble constant tension goes together 3.8  intrinsic anomaly of the SN 

standardisation (19 calibrators).

RW & Hjorth (2022)


• Understanding the physical origin of the anomaly requires complete 
understanding of supernova Hubble residuals. The new two-population Bayesian 
hierarchical model provides for the first time the necessary framework.


RW, Hjorth & Hjortlund (2023)

• The new modelling of type Ia supernovae shows that the colour anomaly is 

caused by (1) a higher extinction parameter and (2) a larger fraction of “young” 
SN population in the calibration sample than in the Hubble flow.


• Reanalysis of the SH0ES data using the new 2-population model yields the 
Hubble constant which is fully consistent with the Planck value.


RW & Hjorth (2023) TBS
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How does it work ?

c = cint + E(B − V)
observables latent variables (LV)  priors  hyperparameters⇒ ⇐

c cint E(B − V)

E(
B

−
V

)=
0= *

G(cint; μ, σ) Exponential or (Gamma)



How does it work ?

x1 = X1

observables latent variables (LV)  priors  hyperparameters⇒ ⇐

x1 X1 X1

= +
G(cint; μ1, σ1) G(cint; μ2, σ2)



Bayesian hierarchical modelling
How does it work ?

Traditional modelling:

Relations between observables

Bayesian hierarchical modelling:

Relations between observables+distribution of

Observables



Testable implications/questions

Relative fractions of SN 
populations should follow SFR

Extinction properties/dust 
composition in different stellar 
environments

that the MW is atypical for a galaxy of its mass or that its
extinction curve does not reflect its attenuation curve if it were to
be observed as an external galaxy. The LMC, which also has an
MW-like bump agrees better with other galaxies of that mass. No
group of galaxies has bumps significantly stronger than the one in
the MW extinction curve. As in the case of the slope, the strength
of the bump exhibits a correlation with the sSFR, increasing on
both sides of the main sequence. Unlike the slope, the trends of
bump strength against the mass or sSFR are not the result of some
more fundamental trend with the level of attenuation, either in V
or in FUV. We conclude that, on average, the UV bump in
galaxies is moderate compared to the MW bump.

In the rest of the paper, we focus on galaxies classified as
star-forming, for which the dust attenuation parameters are
derived with greater precision and which are observed at a wide
range of redshifts.

Next we explore, again in the form of contour maps, the
dependence of curve parameters on the level of attenuation in
the optical (V ) and the FUV. These attenuations are effective,
arising from both the young and old populations. The left
panels of Figure 4 show slope deviations as a function of AV

and M* in the upper panel, and AFUV and M* in the lower
panel. The white line shows the median attenuation for galaxies
of different masses. While galaxies tend to have higher
attenuation as the mass increases, there is a substantial scatter,
especially for galaxies of higher mass. The slope of the
attenuation curve is strongly correlated with optical attenuation,
with galaxies with low AV values having steep curves and the
ones with high AV being shallow. Since the more massive star-
forming galaxies have higher optical opacities (the rising white
line in the upper-left panel of Figure 4), the trend between the
slope and a mass seen in Figure 3 is simply the result of the

Figure 3. Contour maps of the dust attenuation curve parameters (average slope (left panels) and average UV bump strength (right panels)) as a function of the specific
SFR and stellar mass, for all galaxies (upper panels) and galaxies classified as star-forming (lower panels). The white line represents the median sSFR for star-forming
galaxies (the “main sequence” of SF). The slope is expressed as the exponent of the power-law deviation (δ) with respect to the Calzetti curve, the latter being
represented by the lightest contour (δ=0). There is a wide range of curve slopes, with lower-mass galaxies having steeper slopes. Bump strengths (amplitudes in units
of -( )A E B Vbump , which for the Milky Way extinction curve has a typical value of 3) are on average weaker than the MW extinction curve bump, especially for
star-forming galaxies of higher mass. Bins with 10 or more galaxies are shown.
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Madau & Dickinson 2014

Spectroscopic differences 
between SN populations

6

Figure 2. Top: the average spectrum of a (x1, c) = (0, 0)
SN Ia at maximum light for high-mass (red) and low-mass
(blue) SNe. The (x1, c) = (0, 0) spectrum from K21 is in
black. Bottom: the di↵erence between the red and blue
spectra in the top panel, equal to the Mhost component from
Equation 2. We note that both models di↵er from K21 in
the blue due to the removal of high-redshift, rest-frame UV
data.

use their location for photometric measurements in case
upper limits on the mass are needed for future work.
With these host galaxy locations, we use SExtractor

(Bertin & Arnouts 1996) to measure the isophotal el-
liptical radius of each galaxy, again using Pan-STARRS
r-band imaging. We measure photometry within this
radius using images from GALEX, SDSS, PS1, and
2MASS, modifying the radius slightly to account for the
changing size of the point spread function (PSF) for each
filter and instrument (Table 2).
Finally, we use LePHARE (Ilbert et al. 2006) to mea-

sure the host-galaxy masses of each SN. We used the
Chabrier (2003) initial mass function and the Bruzual
& Charlot (2003) SED template library. The extinc-
tion E(B � V ) is varied from 0-0.4 mag. The resulting
host-galaxy mass distributions for each subsample in our
analysis are shown in Figure 1.

3. RESULTS

The SALT3.Host model is illustrated in Figure 2 for
spectra at maximum light and in Figure 3 for UBVRI

light curves. The phase-dependent evolution of the Si II
lines are shown in Figure 4. The full Mhost spectral
component is shown in Figure 5 for the SALT3.Host

model and in Figure 6 for the SALT3.HostResid model.
Finally, the phase-dependent B � V colors of the
SALT3.Host model are shown in Figure 7.

Below, we discuss the characteristics of these surfaces.
We note that uncertainties in the light curves are well-
correlated on scales of ⇠3 days, but are largely indepen-
dent over longer timescales. In addition, the figures and
analysis in this section use only the out-of-sample (boot-
strapped) uncertainties, as these are the formal statis-
tical uncertainties on the determination of the model
surfaces. We include in-sample variance in the distance
fitting (Section 3.3).

3.1. Model Spectra and Light Curves

We first examine the SALT3.Hostmodel, and find that
spectra at maximum light have significantly di↵erent
Ca H&K and Si II (6355Å) line profiles as a function of
host-galaxy mass. In particular, SNe in low-mass hosts
have broader absorption features on average (Figure 2);
we measure larger equivalent widths of Ca H&K and
Si II at 2.3- and 2.2-� significance, respectively, which
are correlated with higher velocities and explosion ener-
gies per unit mass (e.g., Wang et al. 2009; Zhao et al.
2015). The Ca H&K velocity is higher in low-mass hosts,
but at just 1.3-� significance, and there is no di↵erence
in the Si II velocity2. While the significance of these re-
sults could be somewhat enhanced by the look-elsewhere
e↵ect, we note that previous studies have specifically in-
vestigated di↵erences in Si II and Ca H&K absorption
features as potentially correlated with Hubble residuals
(Foley & Kasen 2011; Siebert et al. 2020), so we have
a priori reasons to suspect host-dependent changes in
these line profiles.
Additional spectral di↵erences are observed at later

phases, particularly in the Si II features (Figures 4 and
5). The di↵erences in light-curve properties are not lim-
ited to places where spectral features are expected to
vary (e.g., we observe qualitatively similar behavior at
⇠4500-5000Å), but variation in these Si II and other
absorption features could explain some of the variation
present in the broad-band light curves. We do not see
significant di↵erences in the late-time Ca IR triplet,
which is somewhat surprising given that the Calcium
abundance and distribution could be responsible for dif-
ferences in the light curves at redder wavelengths (Kasen
2006). However, the model is relatively noisy redward
of ⇠7500Å.
In Figure 3, we also confirm previous results that

SNe Ia in high-mass hosts have narrower shapes on av-
erage than those in low-mass hosts (e.g., Hamuy et al.

2 Line velocities and equivalent widths are measured following
Siebert et al. (2020). Errors are from 50 Gaussian-random real-
izations of each spectrum, where the Gaussian standard deviation
corresponds to the wavelength-dependent noise.

Jones et al. 2022

2-pops SN 
model



Hubble constant tension: SN physics vs EDE

“Old physics” “New Physics”
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“Step” correction is an emergent property
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“Step” correction is an emergent property
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